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Abstract. Finding patterns in data collected from interactions with an educational system
is only useful if the patterns can be meaningfully interpreted in the context of the student-
system interaction. To further increase the chance of finding such meaningful patterns,
we extend the mining process with domain and problem specific representations and the
pattern detection expertise of qualified users. The user, that is, the researcher looking for
patterns, is not just evaluating the result of an automatic data mining process, but is
actively involved in the design of new representation and the search for patterns. This
approach is used in addition to more traditional methods and has resulted in a deeper
understanding of our data.

1 Introduction

In the preface to the Educational Data Mining Workshop at ITS 2006, educational data mining
is defined as “the process of converting raw data from educational systems to useful information
that can be used to inform design decisions and answer research questions” [1]. Information is only
useful if it can be meaningfully interpreted in the appropriate context, for instance, in the context
of the student-system interaction. Many data and information representations and many mining
algorithms exist from which the user,4 the researcher interested in understanding the data, can
choose. It is not uncommon, that the process of developing representations and mining algorithms
is separate from mining actual data, done by different groups of researchers taking advantage of
their special areas of expertise. However, since knowledge about the problem domain is important
to select the appropriate representations and methods, this can also be a disadvantage, especially
if the appropriate methods and representations are not readily available. In that case, the user of
the mining tool is forced to use whatever is available.

Discovering useful characteristics of data is not a simple method where data is fed into some
black box and the interesting characteristics are computed and returned to the user. Mannila,
for instance, suggests a process consisting of the following steps: “1. understanding the domain,
2. preparing the data set, 3. discovering patterns (data mining), 4. postprocessing of discovered
patterns, and 5. putting the results into use” [2]. Based on our search for informative patterns
in our data, we suggest a similar process. However, we emphasize its iterative nature based on
a design process and we will describe and illustrate the specific steps with a concrete example
from our own mining efforts. Furthermore, although other researchers may implicitly use a similar
approach [3–5], it is important that the process is made explicit so that it can be discussed, shared,
improved and followed.

Our educational hypermedia system CoMPASS uses dynamic concept maps to support nav-
igation. We are interested in using the logged navigation data to understand how the student-
computer interaction can be related to the student’s learning strategies and understanding of
the subject matter presented by the system. We intend to use the found relationships between
student behavior and student learning to provide adaptive prompts to scaffold the learner as well
as to provide teachers with realtime feedback about the students performance [6].

4 We use the following terminology in this paper. The user is the person interested in finding patterns.
The learner or student is the person using the educational system.



We only can accept data mining results that can be interpreted meaningfully in the context
of the learner using CoMPASS with its specific interface and structure. Sometimes, “interesting”
relationships can be found, yet mapping them meaningfully back into the domain where a learner
is interacting with a specific system proves very difficult and sometimes even impossible. Thus,
we have adopted a method that allows the researcher looking for meaningful patterns in the log
data to be part of the mining process. The mining process is an interaction between computer
and researcher, both helping each other to find the relationships between log data and student
behavior.

This interactive process does not seem to be the norm. Some definitions suggest that the mining
process is automatic, for instance, Wikipedia defines data mining as “the process of automatically
searching large volumes of data for patterns using tools such as classification, association rule
mining, clustering, etc.” [7]. This suggests that the researcher interested in the potential patterns
in the raw data is not really involved in the data mining process, but only in the interpretation
of whatever the data mining algorithm produces. We propose to use a less narrow view.

The goal of this paper is to discuss the advantages and disadvantages of

– involving the user at various stages in the pattern discovery process,
– the use of domain and problem specific algorithms and representations, and
– the use of an iterative design and discovery process.

In this paper, we describe the interactive mining process we have been using to make sense
of the raw data collected from the use of CoMPASS. We illustrate this general method with the
domain-specific algorithms and representations used to mine our data for meaningful patterns.
We will focus on the method, but will not address in detail the specific algorithms or the insights
we have gained in the pedagogical domain. For some of these other results, see [8].

2 Interactive Data Mining

Interactive data mining allows the user and the the data mining algorithms to interact with each
other. Often, the data is visualized helping the user to understand the patterns better and also
allowing the user, and not just the mining tool’s discovery engine, to discover some of the patterns
[9, 10]. Efforts to build integrated environments like VDM [11] supporting many data mining and
visualization techniques are of great value and we hope, that at some time in the future, we will
be able to extend such a system in the way described here. While a tool like VDM gets its power
through the many different mining and visualization techniques it provides so that they can be
applied almost effortlessly in many domains with different data, we are interested in enabling tools
to add specialized algorithms and visualizations relatively easily with some end-user programming
tool. This is a long term goal. For now, we simulate this with a set of programs written as needed
in the flexible programming language Python.

Our process is based on our work on log data collected from students interacting with CoM-
PASS. Before we discuss the specifics of CoMPASS and how we analyzed that log data, we present
the process in a more general way and then address each step separately.

1. Collect raw data from learner-system interaction
2. Analyze system and its users, use and context
3. Represent raw data in a meaningful way using domain-specific methods
4. Find clusters of similar data points
5. Visualize (members of) clusters
6. Interpret visualizations in the context of the learner-system interaction
7. If results are not good enough (and we have more time), go back to step 2

This process has some similarities with an iterative design process [12] where the understanding
of the problem co-evolves with the solution. In other words, as the user is mining the data,
the user learns more about the data and will be able to find more appropriate representations
and methods. This does indeed require the mining tool to be extensible with some end-user
programming language. It also requires the user to be aware that data mining is not a one-shot
approach. Initial results need to be used to improve the mining approach to find more interesting
results.



We focus on clustering and ignore some other useful methods. Although we do not want to
exclude all other methods, clustering allows us to include the user as part of the mining process
in a relatively straightforward manner.

Let’s start with the first step of the process. Of course, first the raw data has to be collected.
It is important that the data is always analyzed with the context in mind in which the data was
generated. Thus, it would be a big mistake to collect the data and then hand it off to a data
miner who is completely unaware of the learners’ characteristics, the educational system and
other factors influencing the learner-system interaction and expect that the miner would return
anything terribly meaningful. In other words, the patterns are not just in the data. After all,
as soon as we talk about patterns there is a bias5 involved. Since we cannot avoid some bias
completely, it should at least be a result of our understanding of the learner-system interaction
including the system interface, the learner characteristics and the pedagogical methods used.

Most of the time, we probably do not want to cluster the raw data, but a more meaningful
description of it. How the data should be represented depends on the specific circumstances,
of what answers the user wants to answer and the data itself. For instance, as we shall show
in the next section, we were not so much interested in finding similar behavior, but in finding
similar understanding. Thus, we represented the data so that it would capture more the students’
understanding than just their behavior.

Clustering the data requires that we develop some kind of distance or similarity measure
further biasing the whole discovery process. We again propose to use domain specific metrics that
are consistent with the represented data and the questions the user wants to answer with the
analysis.

So far, the user has been involved in the process by selecting representations and similarity
metrics or possibly developing them anew based on the understanding of the data and the patterns
already found in earlier iterations. Once the clusters have been found, the user has to decide how
to analyze their members to find common characteristics or patterns. Since we propose to put the
burden for finding patterns, at least to some degree, on the user, visualizations may be useful here.
And again, domain-specific visualizations should be considered, although standard ones should be
used if they are adequate for the current situation. Just creating domain-specific representations
for their own sake is a bad idea since developing them is very time consuming.

When the user studies these clusters for interesting patterns, it is important that the inter-
pretation of these patterns must be done within the context in which the raw data was collected.
Thus, the circle closes and the user should go back and consider modifying or completely changing
some of the representations used based on what was learned during the previous iteration. As
the user iterates through the process, the understanding of the data, patterns and their meaning
evolves. Finding the answers is not a one-shot approach.

Our proposed method is also somewhat analogical to how expert systems have evolved over
the last thirty years. The early expert systems used to ask the user for various inputs, do some rea-
soning and return the result, or a list of results with some associated confidence factors. Although
that mode of operation can be useful under certain circumstances, intelligent systems are viewed
now more and more as intelligent assistants helping the user solve the problem collaboratively
[13].

3 Mining CoMPASS’ Navigation Logs

We now illustrate the ideas introduced in the previous section with the data analysis of the
navigation data collected with CoMPASS. CoMPASS is an educational hypermedia system with
navigation support in the form of dynamic concept maps [8]. CoMPASS helps students understand
the relationships between science concepts and principles. It uses two representations, concept
maps and text, to support navigation and learning. Each page in CoMPASS represents a concep-
tual unit such as force or acceleration. A conceptual map of the science concept and other related
concepts takes up the left half of the CoMPASS screen, and a textual description takes up the
right half of the screen (see Figure 1). The maps are dynamically constructed and displayed with
the fisheye technique every time the student selects a concept. The selected (focal) concept is at
the center of the map, with the most related concepts at the first level of magnification and those

5 We use bias in the non-technical sense throughout this paper.



less closely related at the outer level of the map. The maps in CoMPASS mirror the structure
of the domain to aid deep learning and are designed to help students make connections, giving
students alternative paths to pursue for any particular activity, so that they can see how different
phenomena are related to each other.

Fig. 1. CoMPASS with navigation support on the left and a description of the concept force in the context
of an inclined plane.

We are interested in understanding the navigation paths of the students in CoMPASS for
several reasons. The nonlinear nature of hypertext can be used to organize information in multiple
ways, reflecting the structure of the described domain. As a result, navigation through hypertext
requires the learner to make frequent decisions and evaluations. Providing the proper navigation
support is therefore important and understanding how navigation and learning relates to each
other is therefore important. Furthermore, we intend to provide adaptive support to the students
in form of dynamic prompts triggering metacognitive activities. Such prompts have to be sensitive
to the learning context including the students’ understanding and potential problems. We hope
that we can associate certain navigation patterns with students’ understanding to provide the
adequate prompts in real time. Similar to [14], we also want to detect in real time students who
may have some learning problems so that the teacher, a highly valuable but sparse classroom
resource, can focus his or her attention on those students who need it the most.

Before we discuss the steps introduced in the previous section, it is important that we make the
questions we are interested in with respect to the data logged in CoMPASS explicit. This allows
us to develop the domain and problem specific representations with the research questions and
the learner-CoMPASS interaction in mind. One of the goals of CoMPASS is, together with other
class room interventions, to scaffold students to gain a deep understanding of the domain specific
concepts and their relationships. In other words, we are interested in the students’ structural (or
relational) knowledge [15]. In the case of the content displayed in Figure 1, the topics are simple
machines (e.g., inclined plane, lever, screw) and the concepts are from the domain of mechanics
and include energy, force, efficiency and gravity as the concept map shows.

In CoMPASS, navigation data is collected in the form of a sequence of navigation events.
Each event consists of the time of the mouse click, the name of the student who clicked on it



and the destination page. Since each page contains the description of exactly one concept, every
destination page is equivalent to a destination concept. This is not a very rich data source and
we were initially worried that we might not find interesting patterns. In addition, the individual
interactions are relatively short, that is, the students rarely click on more than twenty links in
one session whose duration is normally between 60 and 90 minutes. For each user, the raw data
is then collected in an n×n navigation matrix N such that Nij is the number of transitions from
concept i to concept j. A transition from i to j simply means that the user, being on the page
for concept i, has clicked on a link to the page describing concept j.

The next step requires to represent the raw data N to increase the chance of finding patterns
that address the questions we are interested in. In other word, the new representation needs to
have characteristics we consider to be relevant in similar students. Since we are interested in the
structural knowledge of a student, we wanted a representation that would emphasize the structure
hidden within the navigation data. For this purpose, we applied the Pathfinder Network Scaling
procedure computing an approximate representation of the conceptual model of the user [16]. The
Pathfinder algorithm was developed to find relevant relations in data that describes the proximity
between concepts. Naturally, all concepts are somehow related to all others, however, only the
relevant relations should be retained. The Pathfinder algorithm has been successfully used for
this task in various domains [17]. We modified the algorithms so that it works for navigation
networks where two concepts are closer if there are more direct transitions between them. The
resulting Pathfinder network is again an n × n matrix and can be interpreted as a concept map
representing the structural knowledge of an individual learner (see Figure 2 for an example).

Fig. 2. The output of the Pathfinder algorithm which can be interpreted as the concept map describing
a student’s structural knowledge.

Before the user can look for patterns in the data, the data points need to be clustered [18]. In
our case, these data points are the learner models, that is, the Pathfinder networks. We originally
applied the k-Means clustering algorithm [19] because of its simplicity and adequate results.
Clustering requires some function that measures the similarity (or distance) between two data
points. Again, we chose one that was consistent with our interest in the structural characteristics
of the learner models. After some testing, we settled on a simple measure suggested by the inventor
of the Pathfinder methods [16] which measures the structural similarity of graphs, that is, the
Pathfinder networks representing the students’ understanding.

Given are two Pathfinder networks P and Q and we want to compute their structural similarity
sim(P, Q). We can assume that they have the same size n×n and that their node labels are ordered



the same in both graphs. If that’s not the case, we simply extend both graphs to include all labels
and order them lexicographically. However, we do not include any nodes that neither network
connects to.

Let Pij and Qij be the vertex from i to j in P and Q, respectively. Since the vertices are
ordered, the indices refer to the vertices with the same labels in both networks. Then, the similarity
is computed by averaging over the structural similarity of all vertices. The similarity of vertex i
in P and vertex i in Q is the the intersection of vertex i’s respective outgoing edges divided by
the union of the same edges. Since the edges are weighted by the number of transitions, union
and intersection are computed as the maximum and minimum, respectively, of the edges’ weights.
Since the

sim(P, Q) =
1
n

n∑

i=1

∑
minn

j=1(Pij , Qij)∑
maxn

j=1(Pij , Qij)

Although, the results we obtained with k-Means were satisfactory, though somewhat unstable—
like many other greedy algorithms, k-Means does not always find the optimal solution—we have
also used hierarchical clustering which provides more fine-grained information [20]. K-Means
clustering creates a partition of the learner models which then are visualized as discussed below.
However, when using hierarchical clustering, it is possible to look at many more meaningful sub-
groups depending on where the cutoff is made as Figure 3 shows. In this figure, the names on
the left are the names of the learners. It shows that students green3 and red3 are quite similar
and so are purple3 and yellow3. So these two clusters can be visualized to see what they have
in common, but also the visualizations for the cluster consisting of all four students is generated
and so on. As the dendrogram in Figure 3 shows, five meaningful clusters and subclusters are
generated and can be visualized.

Fig. 3. The hierarchical clusterer computes a dendrogram as output.

In the k-Means and the hierarchical clustering algorithm we used the centroid distance function
where the distance between two clusters is measured by the distance between the centroids of the
two clusters. The centroid of a cluster is the average of all the data points in that clusters, in our
case, the average of the Pathfinder matrices.

The next step is, as already mentioned, visualizing the clustered networks. We visualize all
clusters in a hierarchical clustering for further study. However, once the similarity becomes small,
finding interesting patterns tends to becomes less probable, because the accumulation of several
not so similar learner models results in a “washout” effect: in average, each concept is a bit related
to each other and nothing characteristic stands out. This, for instance, tends to be true for the
trivial cluster including all of the students.

These clusters serve as the starting point for the user to find interesting relationships. Instead
of visualizing these clusters in some standard form—we do that, too—we put much effort into
finding visualizations that are meaningful with respect to how the students use CoMPASS and
how CoMPASS is structured. One obvious representation is the accumulated models, that is,
we average the network outputs by Pathfinder for all students in the cluster which results in



a network similar to the one show in Figure 2, however, as mentioned the washout effect is a
problem.

Before we turned to the type of visualizations described below, we studied the centroids of the
clusters like the one in Figure 4. We did indeed find interesting patterns and were able to relate
them to the students’ learning [8]. Some students were rather focused and explored more or less
other topics, others showed a random “pattern” and the ones in Figure 4 a highly linear behavior
influenced by the interface. Random and linear behaviors correlated with relatively low learning
performance. Although this analysis was quite successful, we are interested in finding additional
less obvious patterns with visualizations that hopefully make these patterns easier to recognize.

Fig. 4. We also analyzed centroids of the clusters.

Examples of visualizations that are much more domain specific are shown in Figures 5 and 6.
Instead of providing an aggregate view for a cluster, each cluster member is displayed separately
in form of a ring graph (see Figure 5). The ring is based on some important characteristics of
CoMPASS and its use as explained below.

Fig. 5. A ring graph describing what descriptions students visited during a session. The outer ring refers
to concepts in the context of a topic, the inner ring to context-free definitions.



The domain-specific visualizations are being used by the researchers familiar with CoMPASS
and its use. Thus, to understand ring graphs as used here, some details of CoMPASS need
to be further explained. CoMPASS provides various types of concept descriptions for middle
school students. The types refer to the context in which the concepts are described. For instance,
the concept of force can be described in the context of falling objects or in the context of an
inclined plane as in Figure 1. In CoMPASS, a concept description without context is called the
concept’s definition. Since we consider the distinction between descriptions within and without
a context pedagogically meaningful in CoMPASS, the two concentric rings in Figure 5 capture
this characteristic of CoMPASS. The ring represents a session of using CoMPASS starting at the
top and moving clockwise around the ring. The inner ring represents visits by the student to
definitions, the outer ring visits to descriptions within some context. Different colors are used to
code what concepts are described. We found that it was relatively easy to pick up meaningful
patterns by people familiar with CoMPASS and the student-system interaction in which the data
is collected.

A new representation we have been working on is the panel graph in Figure 6 where different
students are represented with different colors. There are six sections from left to right. The
left-most section refers to definitions (context free), the next one to concept descriptions in the
context of inclined plane, then in the context of lever, and so on. The navigation events are ordered
starting at the top of the graph and going down. Again, this representation captures important
relationships of CoMPASS and its use and may support finding interesting behavioral patterns.

Fig. 6. A panel graph comparing the navigation behavior of various student groups. Each group is
represented by a specific color.

What is important here is not the ring or panel graph per se, but that it was designed
iteratively with the student-system interaction and the research questions in mind. Domain and
problem specificity can be quite powerful, though developing these representations is not trivial
and takes time. However, having representations that are relatively easy to interpret with respect
to the actual research questions makes the representations very useful. Patterns mean immediately
something whereas in other situations, patterns are found and then it is sometimes difficult to
figure what they actually mean.

4 Conclusions

We are interested in finding meaningful patterns in the data collected from the interaction be-
tween students and the educational hypermedia system CoMPASS. For instance, we have studied
the navigation data also with methods from social network analysis [21] and have found some
interesting patterns, however, it has been quite difficult to make sense of these relationships at a



pedagogical level. Just pointing out some interesting commonalities that do not have a meaningful
interpretation are simply not useful in general.

Therefore, we have proposed an approach that takes advantage of domain and problem specific
knowledge and human experts as pattern finders. We do not imply that all data mining should
follow the proposed method, but see it more of a way of using and possibly extending existing
tools. Our implementation is at the moment still relatively ad hoc where new domain-specific
representations and algorithms have to implemented “by hand” in Python. This is quite costly
and it is not obvious that an integrated environment could much more easily be extended with
new representations.

We have addressed the reasons for using domain specific representations and visualizations
and its advantages. However, this approach also has potential disadvantages. As soon as one
makes assumptions about what characteristics are interesting and which ones are not, a bias is
introduced which may prevent certain patterns from being found. For instance, our focus on the
structural knowledge of the students is justified given our research questions, however, it also
may keep certain interesting and meaningful relations hidden. After all, one can only see what
one displays and as soon as one emphasizes one property, another is being deemphasized [22].
Therefore, the proposed method should be used in addition to more general approaches, not as
their replacement.
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